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Fig. 1. The process of editing text with style transformation of our proposed system.

Abstract. Scene text editing has gained widespread use in fields like
poster design. In this study, we propose a new task for scene text edit-
ing that keeps the image background and text content unchanged while
only modifying the style of the text. To accomplish this, we developed a
web-based application that enables style transformation of text in scene
images using prompts. As shown in Fig.1, our application successfully
transforms text in an image into any desired style using prompts. Exper-
imental results demonstrate that the proposed application can naturally
apply different styles to scene text without altering the image background
and text content. Furthermore, our model does not require any additional
training and is capable of real-time style transfer for scene text.
Keywords: scene text edit - style transfer - CLIPstyler

1 Introduction

Recently, with the advancement of deep learning, image editing has become more
accessible and has achieved remarkable results. Scene text editing, a subset of
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image editing, has garnered significant attention. Previous methods for scene
text editing primarily focused on replacing text in scene images while preserving
the background and maintaining the text’s style (such as color, texture, etc.).
However, these approaches only allow for the replacement of text content, offering
no flexibility for users to freely modify the text style. To address this limitation,
we propose a novel task: scene text style transformation, where only the text
style is altered while keeping the text content and background intact. Traditional
scene text editing methods typically involve three steps: background restoration,
text conversion, and image re-composition. These methods rely on the original
image as a style reference during text transformation to ensure that the newly
generated text matches the style of the original text. However, they do not
offer the ability to change the style of the text. Moreover, while state-of-the-
art diffusion model-based methods can produce more natural scene text images,
they generate text styles based on the existing text in the image, limiting users
from freely altering the style during text editing.

Image style transformation typically involves generating new images by com-
bining the content of one image with the style of another. Numerous methods like
Stytr2 [4], and Drb-gan [23] have successfully generated attractive results. How-
ever, it can sometimes be challenging to find a suitable reference style image.
In such cases, using prompts for style transformation provides a simpler and
more efficient approach. Recently, the CLIP model [15], a multi-modal model
that integrates language and images, has been employed to guide image genera-
tion using text prompts. CLIPstyler [11] leverages a lightweight CNN network in
combination with the CLIP model to perform image style transformation based
on simple text descriptions, eliminating the need for reference style images. This
approach can maintain the main content of the original image while applying
the desired style transformation. Unlike traditional image style transformation,
the style transformation of text images is more complex, as it requires preserving
the readability of the text while applying stylistic changes. Several studies like
Dg-Font [22], and Cf-Font [20] have explored text image style transformation,
typically using networks that learn the structure of the text to ensure content
retention. However, these studies are often limited to images containing single
characters and struggle to handle images containing multiple characters, such as
words.

Therefore, we propose a new web-based application based on CLIPstyler [11]
to enable style transformation specifically for the text in scene text images.
Our application allows users to transform the style of the text into any desired
style through prompts, without the need for a reference style image and without
altering the image background or the text content.

2 Related Work

Scene text editing has made significant progress in replacing text within an im-
age while preserving the appearance of the text. For example, STEFANN [17]
designed two networks for font structure and color transformation, each focused
on replacing text one character at a time, although it cannot handle cases where
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the number of characters differs from the original. SRNet [21] replaced text us-
ing three sub-networks: background restoration, text transformation, and resyn-
thesis. SwapText [24], based on SRNet, introduced a Thin-Plate-Spline (TPS)
module to geometrically transform text using spatial points, while SImAN [12]
introduced normalization for similarity recognition and uses a self-supervised
learning method for network training. TextStyleBrush [10] incorporated text
image style vectors into the generator, leveraging StyleGAN [9] to guide the
generation of final images. Mostel [14] improved scene text editing performance
by introducing stroke-level information and utilizing both synthetic and real-
world data. However, these methods typically require a style reference image.
Recent diffusion models [16] have achieved significant success in image editing.
Methods such as DiffSTE [7], DifftUTE [2], GlyphDraw [13], GlyphControl [25],
and TextDiffuser [3] use diffusion models for natural scene text generation and
editing, though they lack control over the text’s style. In contrast, our study
does not rely on a style reference image and allows users to specify the style of
scene text through prompts.

Image style transformation aims to transfer the style of a reference image to
a target image. Numerous methods, such as StyleGAN [9], and StyTr2 [4] have
achieved significant success in style transformation. However, these approaches
generally require a style reference image. Recently, CLIPstyler has addressed this
limitation by enabling arbitrary style transformations using text prompts. Meth-
ods like Sem-CS [3] and Gen-Art [26] have further refined this by using semantic
segmentation to solve the over-stylization problem in the foreground. However,
these techniques applied stylization to the entire image, lacking the ability to
focus on specific targets within the image. Several methods, including Word as
Image [5], CLIPFont [18], DS-Fusion [19], and Zero-shot Font Style Transfer [(],
have demonstrated the ability to transfer font styles through prompts. However,
these methods are limited to font-specific images. To solve these limitations, in
this study, we propose an application that achieved style transformation of text
areas within scene images based on prompts.

3 Proposed System

3.1 System Overview

In this study, we proposed a web-based application to achieve style transfor-
mation specifically for the text areas in scene text images. The overview of our
application is shown in Fig 2. The input to our application consists of a scene
text image and a style prompt. First, users can select the scene text image and
input the desired style prompt. Then, they can choose the specific text area they
wish to modify in the image. We provide sample scene text images within the
app for users to select from. Additionally, users can input custom text to con-
trol the style, or they can choose from the provided samples. After selecting the
scene text image and style prompt, users can click the “Run Generation” button,
which will apply the chosen style to the text in the image. The styled result will
then be displayed in the result bar.
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Fig. 2. The interface of our application.

3.2 Network of application

In our application, we designed a network to address the limitations of existing
methods, which cannot perform style transfer on a specific part of the image.
An overview of the proposed network is shown in Fig. 3. The proposed network
mainly consists of a MaskNet network that extracts the mask image of the
text part of the scene text image and a StyleNet network that performs style
transformation. Using the pre-trained text image embedding model CLIP [15]
and the loss function proposed in this study, the parameters of StyleNet are
optimized to apply the style features based on the input prompts, generating
the desired styled output.
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Fig. 3. The network of our application.
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CLIPstyler has made image style transformations more accessible by using
prompts, allowing for arbitrary style changes. However, CLIPstyler applies style
transformations to the entire image and does not support transforming specific
regions within an image. To address this limitation, we proposed a new network
based on CLIPstyler that enables style transformation specifically for scene text.
When altering the style of specific areas in an image without affecting other
parts, a simple and effective approach is to use mask images to control the
style transformation region. To achieve this, We utilize EasyOCR! to recognize
each text part of the images and we propose a network called MaskNet, which
extracts text masks from an image, allowing style changes to be applied solely
to the text in a scene text image while preserving the background and text
content. During the scene text style transformation process, MaskNet remains
frozen and generates a mask image of the text in the scene image. Additionally, a
CNN encoder-decoder network, StyleNet, is employed to generate stylized scene
text images by optimizing its parameters using the loss function introduced in
this study.

3.3 Loss Function

To transform the style in the text region of an image, We proposed a new loss
function Text-aware Loss with the following components. Firstly, we introduced
the Distance Transform Loss [1] in this study. Specifically, a distance transform
map is generated from the mask image of the text region in the scene text image.
Both the input and output images are multiplied by this distance transform map,
and the mean squared error (MSE) is calculated.

We also modified the Patch CLIP Loss used in CLIPstyler. Specifically, the
background region of the input image is extracted using the text mask, and
the cosine similarity between the patches of the generated image and the origi-
nal background is computed. Patches with significantly different similarities are
identified as belonging to the text region, and the Patch CLIP Loss is then
calculated only for those patches.

To minimize the influence of the original text style on the generated image
and to ensure that the background remains unaltered, we introduced a Back-
ground Reconstruction Loss. Specifically, VGG Loss is calculated for the patches
corresponding to the background region.

4 Experiments and results

MaskNet was trained using 2000 real-world scene text images collected from
Mostel [14]. When using the proposed application, MaskNet is frozen and only
StyleNet is optimized. The input scene text images are converted to 512x512
resolution, and after the optimization, the output result is returned to its original
size. Set Mg, e, Ap and gy, to 1x 102, 9x 102, 150 and 2 x 1073, The model used a
learning rate of 5 x 10~* and Adam optimizer. The iteration is set to 500 and the

! EasyOCR. https://github.com/JaidedAl/EasyOCR.
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learning rate is halved every 100 iterations. A single NVIDIA TITAN RTX was

used to test the model, and the generation time per image was approximately
90 to 120 seconds. The results of our application are shown in Fig. 4
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Fig. 4. The results of our application. The first line is the input scene text, the second
line is the result of our application, and the third line is the input prompt.

5 Conclusion

In this study, we proposed a web-based application to achieve style transforma-
tion specifically for scene text. Unlike previous methods, the proposed applica-
tion does not require a style reference image and allows users to freely modify the
style of text regions in a scene image using prompts. The proposed loss function
and MaskNet in this study addressed the limitation of CLIPstyler, which could
not apply style transformations to specific regions of an image. Experimental
results confirmed that the proposed method generates visually appealing styled
scene text images while preserving both the image background and the text con-
tent. Use our app can quickly edit posters, covers, and other artwork to generate
stylized artwork. However, this research currently supports only English text
and does not extend to languages like Kanji or Katakana, as MaskNet is limited
to alphabetic characters. In future work, we aim to expand the functionality to
include scene text style conversion for additional languages. The special struc-
ture of fonts results in some styles not being well expressed in the font. In the
future, we will utilize a greater degree of font deformation to solve this problem.
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