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Abstract

Food image synthesis is a challenging task due to food’s

complex and diverse appearance. To accurately generate

food images following a given recipe, we propose Recipe Sta-

ble Diffusion (RecipeSD), which utilizes pretrained recipe

text embeddings from a cross-modal retrieval task for im-

age generation using Stable Diffusion. In particular, we

introduce CookNet to learn how to control the diffusion

model generation based on recipe embeddings. With ad-

ditional conditional information from the pretrained Con-

trolNet, RecipeSD can further adjust the appearance of the

generated food images.

1. INTRODUCTION

In recent years, researches on image generation using dif-

fusion models have become widespread. Diffusion models

are a technique that gradually diffuses noise into an image,

enabling stable image generation. In comparison to GANs,

diffusion models have shown significant improvements in the

quality and diversity of generated images. As an imple-

mentation of diffusion models, Stable Diffusion [9] which is

trained with five billion text-image pairs is the most popular

and easy to use since it is fully open-sourced.

However, Stable Diffusion faces challenges in reproducing

the appearance of objects or interactions between objects in

images because it relies on prompts for image generation.

ControlNet [14] addressed this issue by incorporating con-

ditional images, allowing the specification of desired layouts

and interactions between objects, resulting in high-quality

image generation. However, the drawback of ControlNet lies

in the high cost associated with creating conditional images.

Particularly, preparing conditional images for food images,

where the arrangement of dishes and mixing of ingredients

pose difficulties, is particularly challenging. Additionally,

summarizing complex and lengthy textual information, such

as recipe text, for use as prompts in image generation is as-

sumed to be challenging.

To address the aforementioned issues, this study proposes

RecipeSD. To overcome the challenge of utilizing recipe
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Fig. 1 Comparison between RecipeSD and Stable Diffusion v1.5.
The first row shows generated images using Stable Diffu-
sion v1.5 as baseline. The second and third rows depict
images generated using the proposed CookNet.

text to specify the layout of food images in Stable Diffu-

sion, RecipeSD leverages a text encoder pretrained on cross-

modal search tasks to extract recipe embeddings from recipe

text, providing control information for image generation.

Furthermore, to enable recipe text to control Stable Dif-

fusion, this study introduces Image-like Recipe Transforma-

tion (IRT) to transform recipe embeddings. Consequently,

the need to prepare conditional images is eliminated, en-

abling the generation of high-quality food images condi-

tioned on recipe text. the contributions are summarized

as follows:

( 1 ) We propose a novel approach that utilizes pretrained

recipe text embeddings from a cross-modal retrieval

task for image generation using Stable Diffusion.

( 2 ) We propose CookNet which can generate food images of

high quality by controlling the Stable Diffusion model

based on structural document information, which is

recipe text.

( 3 ) Furthermore, the proposed method CookNet can incor-

porate with other pretrained ControlNets to generate

realistic food images with extra control.

( 4 ) We are the first to adopt a diffusion model for recipe im-

age generation. The experimental results demonstrate

the ability of the proposed method to generate high-

quality food images.
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Fig. 2 The overview of the proposed method, Recipe Stable Diffusion (RecipeSD), which
consists of three parts: CookNet, Stable Diffusion 　 and pre-trained ControlNet.
CookNet is trained to inject recipe information into the diffusion model. Image-like
Recipe Transformation (IRT) is used to transform the recipe text embeddings from
the pretrained recipe encoder into an image-like representation. Additional condi-
tional information is incorporated by using pretrained ControlNet.

2. RELATED WORK

2.1 Food Image Synthesis with Generative Ad-

versarial Networks

The method of synthesizing food images from recipe text

on the Recipe1M dataset using Generative Adversarial Net-

works (GAN) [4] was proposed. CookGAN by Zhu et al. [15]

utilizes a cooking simulator subnetwork to incrementally

modify food images based on the interaction of ingredients

and cooking methods, mimicking visual effects. Another

CookGAN by Han et al. [5] employs an attention-based

ingredient-image relational model and applies the constraint

of cycle consistency to ensure the quality of generated im-

ages. ChefGAN by Pan et al. [7] applies an additional regu-

larization by utilizing a joint image-recipe embedding model

before the generation task. Compared to the previous re-

lated works using GAN, we first introduce diffusion models

for a food image synthesis task.

2.2 Food Image Synthesis with Diffusion Model

Latent Diffusion Models (LDM)[10] generate images in

the latent space by iteratively adding noise during diffu-

sion steps, enabling high-quality and stable image gener-

ation. Stable Diffusion (SD) [9] is a significant work on

LDM, often used as foundation model. However, control-

ling the generation of images depicting object appearance

or interactions between objects remains challenging for dif-

fusion models relying on prompts. MakeAScene [3] and Spa-

Text [2] controlled image generation through segmentation

masks. GLIGEN [6] controlled image generation by learn-

ing new parameters in the attention layer of the diffusion

model. DreamBooth [12] employed a reconstruction loss and

a loss function for the object class in both Image-to-Image

and Text-to-Image, achieving controlled image generation.

Moreover, ControlNet [14] inserts a trainable additional net-

work alongside the original Stable Diffusion for training, in-

stead of training the whole Stable Diffusion model. However,

ControlNet has the drawback of requiring costly preparation

of conditional images, such as poses. Users need to provide

the appropriate conditional images for their desired images.

We propose CookNet, which addresses the high cost of

conditional images by controlling image generation using

embeddings learned from recipe text. Specifically, We use

recipe text embeddings learned from cross-modal search

tasks to control Stable Diffusion through Recipe Injector.

While ControlNet controls image generation with costly con-

ditional images, CookNet controls image generation using a

1024-dimensional recipe embedding, mitigating the issue of

high conditional image costs.

3. Method

3.1 Overview

An overview of the methodology is illustrated in Figure 2.

We proposed CookNet to inject the recipe information into

the SD model. A pretrained recipe encoder from the cross-

modal retrieval task is used to extract recipe text embed-

dings. Subsequently, we introduce preprocessing techniques

to enable recipe text embeddings to control the image gen-

eration of Stable Diffusion. Finally, we outline the learning

methodology for image generation based on Stable Diffusion

under the control of recipe text embeddings and additional

conditional information.

3.2 Recipe Embedding Preprocessing

In this section, we introduce the preprocessing of recipe

embeddings that will be input as conditions for our Recipe

Injector. We adopt text encoder in TNLBT [13] in this pa-

per. TNLBT is a framework for cross-modal recipe retrieval

while incorporating CLIP model [8] and GAN [4]. The recipe

embeddings R are obtained through the recipe encoder. Di-

rectly training Stable Diffusion with the recipe embeddings
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R as conditions is a straightforward approach. However,

considering the expectation that recipe embeddings directly

manipulate the generated images as conditions and the fact

that the original ControlNet [14] takes images as input con-

ditions, training with the 1024-dimensional recipe embed-

dings R alone is deemed insufficient. Therefore, in this

study, we employ the Recipe Embedding Transformation

module, Image-like Recipe Transformation (IRT), proposed

in this research for preprocessing.

Figure 2 illustrates the method of preprocessing recipe

text. The three components of the recipe text pass through

respective encoders and are then merged through the Recipe

Encoder to obtain the recipe embedding R. The encoders

responsible for processing the recipe text in this stage are all

frozen. These text encoders, obtained through pretraining

in the recipe cross-modal retrieval, can appropriately project

the recipe text into the corresponding recipe embeddings.

The recipe embedding R is transformed through the

Recipe Embedding Transformation module IRT into a suit-

able form of embedding for ControlNet’s learning. In IRT,

the 1024 × 1 dimensional recipe embedding R is converted

into a 512 × 2 dimensional vector. Subsequently, after ex-

panding this vector to 512× 512× 3 dimensions, the recipe

condition embedding Cr controlling Stable Diffusion with

Recipe Injector is prepared.

3.3 CookNet

Here, we introduce the learning of recipe embeddings to

control image generation using Stable Diffusion. Recipe text

embeddings serve as conditions to control the image gener-

ation of Stable Diffusion. Expecting recipe embeddings to

have the ability to control image generation, the following

properties are anticipated:

• Ability to reconstruct image information from recipe

text.

• Capability for image generation based on recipe image

embeddings.

• Distinct control between different recipe texts, with sim-

ilar recipe texts exhibiting similar control.

• Leadership of recipe text in the process of generating

images with Stable Diffusion, accurately reproducing

the specified ingredients.

With these considerations, we decided to learn recipe text

embeddings using a cross-modal retrieval method. Distance

learning in cross-modal retrieval is suitable for similarity

learning between similar entities while pushing away dis-

similar ones. Therefore, it is suitable for similarity learning

among recipe texts. Additionally, by using GAN for image

generation from recipe text during the cross-modal retrieval

learning process, it is possible to reconstruct image infor-

mation from recipe text. Finally, to ensure that recipe text

leads the generation of correct ingredients in the image gen-

eration process, it is necessary to fix the embedding of recipe

text. Therefore, utilizing a cross-modal retrieval with the

large-scale language-image model CLIP seems appropriate,

as it ensures sufficient learning in recipe text, suitable for

controlling the final Stable Diffusion for image generation.

Figure 2 depicts the architecture of the proposed method

CookNet. The SD Encoder Block represents the encoder

part of Stable Diffusion, consisting of convolutional blocks

with resolutions 64×64, 32×32, 16×16, 8×8 from top to bot-

tom. The SD Decoder Block constitutes the bottleneck and

decoder parts of Stable Diffusion, comprising a 8×8 Middle

Block and convolutional blocks from 8× 8 to 64× 64. Note

that while the SD encoder block is frozen, the SD decoder

is not frozen during learning to adapt the model to recipe

image generation. Finally, processed recipe embedding con-

trols stable diffusion to generate food images with Recipe

Injector, which is a copy of SD encoder. During image gen-

eration, the prompt is set to “A dish of [dish name].” For

instance, when generating images for the dish “Ramen”, the

input is set as “A dish of Ramen,” along with the time step

and input noise zt, and fed into Stable Diffusion.

Recipe Injector is basically based on ControlNet [14],

which utilizes the encoder of U-Net [11], consisting of con-

volutional blocks from 64× 64 to 8× 8 for the encoder part

and a bottleneck with a convolutional block of 8 × 8. The

preprocessed conditional recipe embedding Cr from the IRT

module, after passing through the zero convolution proposed

in ControlNet [14], is added to the noise of Stable Diffusion

and input into Recipe Injector. The outputs of each block in

Recipe Injector are injected into the decoder of Stable Diffu-

sion through zero convolutions, which consist of respective

zero convolution blocks, to control image generation. A con-

trol weight wr is used to adjust the importance of the recipe

information.

3.4 Food Image Synthesis with Extra Control-

Nets

Due to the flexibility of ControlNet, the proposed method

can generate even higher-quality food images by combin-

ing recipe embeddings with other conditions. As shown in

Figure 2, by introducing a pretrained ControlNet and a cor-

responding control weight wc for different conditions such as

edge-based control, each controlling the same Stable Diffu-

sion, faithful images under multiple conditions can be gen-

erated.

4. EXPERIMENTS

In this section, we present the experiments to validate

the effectiveness of our proposed RecipeSD on food image

generation from recipe texts.

4.1 Implementation Details

We used the train set in Recipe1M containing 238,999

pairs of data as training data, and used remained 102,422

pairs of data as test data. The recipe images in the train-

ing data were preprocessed by extending them to 512× 512

through linear interpolation. Additionally, for each dish im-

age, training was conducted with the corresponding prompt,

“A dish of [recipe title].” For example, when training on

data for berries romanoff, the input included the meal im-
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Fig. 3 Image generation with a fixed recipe embedding combined
with different Canny Edge images.

age along with “A dish of berries romanoff”. The learning

rate was set to 2 × 10−6, and the batch size was set to 2.

Training of RecipeSD took about 30 days on a single RTX

3090.

During the inference phase of the experiments, if no ad-

ditional instructions were provided, the prompt “A dish of

[food title]” was used for image generation. In the inference

experiments combining recipe embeddings with other con-

ditions, the environment utilized the Web UI developed by

AUTOMATIC1111 [1].

4.2 Image Generation

In this section, we evaluate image generation controlled

by recipe texts with RecipeSD. Particularly, as the original

ControlNet [14] allows for multiple combinations, the pro-

posed RecipeSD can also be simultaneously used with the

pretrained Canny Edge ControlNet and Depth Map Con-

trolNet. Therefore, in the experiments, we perform multi-

condition image generation by combining recipe embeddings

with Canny Edge and Depth Map. The pretrained Control-

Net models for Canny Edge and Depth Map are obtained

from the models released by the authors of ControlNet *1.

Figure 1 presents qualitative comparative experiments be-

tween the proposed method and original Stable Diffusion [9].

The first row shows generated images using Stable Diffusion

v1.5, while the second and third rows depict images gener-

ated from recipe embeddings and images generated from a

combination of recipe embeddings and Canny Edge, respec-

tively. The experimental results indicate that the proposed

method produces images that are more faithful to the recipe

texts. It enhances the visual quality of the generated images

on top of those from Stable Diffusion, providing a richer rep-

resentation of the ingredients in the dish. Especially note-

worthy is that for the same recipe embedding, even when

combined with different Canny Edge inputs, the proposed

method consistently generates high-quality images, demon-

strating the versatility of recipe embeddings, as shown in

Figure 3.

Moreover, not only with Canny Edge but also by including

Depth Map as an input along with recipe embeddings, we

achieve results that bring the generated images even closer

to real images, as shown in Figure 4.

*1 https://huggingface.co/lllyasviel/ControlNet

Fig. 4 Image generation controlled by three conditions, recipe
embeddings, Canny Edge, and Depth Map.

Fig. 5 Image generation with different recipe embedding weights.
The weights for the recipe embeddings increase gradually
from 0 to 0.5, left to right, in increments, and finally settle
at 2.0.

4.3 Adjusting Recipe Embedding Weights

Here, we analyze the role of recipe embeddings in image

generation. As depicted in Figure 5, as the weight of the

recipe embedding, wr, increases, the quality of generated

images is being improved, showing that recipe embedding

plays a crucial role in manipulating image generation. For

instance, in the first row depicting the dish “Hiziki Tape-

nade” when the weight of the recipe embedding is 0, only

the meat takes shape, and there is no bread. Increasing the

weight of the recipe embedding transforms the plate into

bread, ultimately resulting in a realistic image of a meat

bun dish. Similarly, in the second row featuring “Berries

Romanoff” increasing the weight of the recipe embedding

changes an image originally consisting only of berries into a

Berries Romanoff closer to a real image. This observation

highlights the significant role of recipe embeddings in im-

age generation. Please see the supplementarty material for

additional results.

5. CONCLUSIONS

This study is the first to propose the use of Stable Diffu-

sion for recipe image generation. The proposed method,

following the principles of ControlNet, designs RecipeSD

to control Stable Diffusion and perform image generation

based on complex recipe text structures. Moreover, com-

bining recipe text with other conditional images allows for

even more complex and high-quality image generation. The

experiments conducted in this study demonstrated the ef-

fectiveness of the proposed approach.
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