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Figure 1: Example results of food image manipulation by texts. The leftmost column showed the original input images: chahan
(fried rice in Japanese) and steamed rice. The second to sixth columns from the left showed the manipulated images by
VQGAN-CLIP. The prompt used in each manipulation combined the food name and “with” a topping name. For example, the
two images in the second column are generated with the prompts, “chahan with egg” and “rice with egg” respectively.

ABSTRACT
Recently, the large-scale language-image pre-trained model, such
as CLIP, has drawn much attention due to its remarkable ability
for various tasks, including classification and image synthesis. The
combination of CLIP and GAN can be used for text-based image
manipulation and text-based image synthesis.Several models of a
combination of CLIP and GAN have been proposed so far. However,
their effectiveness in the food image domain has not been examined
comprehensively yet. In this paper, we reported the results of the
experiments on text-based food image manipulation using VQGAN-
CLIP and discussed the possibility of food image manipulation by
texts.
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1 INTRODUCTION
With the development of smartphones and social media, people
have posted various photos on the Internet. Among them, one of
the most frequently posted photos is meals. Beautiful, enormous,
and eccentric meal photos become a topic easily on social media
throughout the year. Some restaurants post many good-looking
pictures to increase their sales by becoming a trend on social media.
Taking a picture that looks delicious or novel requires many trial-
and-error processes. After taking photos, they often edit them using
advanced image editing software. Such software requires a high
level of manipulating skill or knowledge.

The technology for editing imageswith deep neural networks has
developed remarkably in computer vision, starting with GAN [1]
in 2014. In this evolution, image editing using natural languages,
such as ManiGAN [2] and StyleCLIP [3], has attracted attention as
a new way to edit images because they do not require special skills
or knowledge for editing. However, most of these models have not
been applied to food images, mainly to human faces and animal
images.

Moreover, the large-scale language-image pre-trained model,
such as CLIP, has recently drawn much attention due to its remark-
able zero-shot ability for various tasks, including classification and
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image synthesis. The combination of CLIP and GAN can be used
for text-based image manipulation and text-based image synthe-
sis. Several models combining CLIP and GAN have been proposed,
such as StyleCLIP and StyleGAN-NADA [4]. These methods can
manipulate images with texts without training in a manipulation
model. It is possible because CLIP was trained with four hundred
million pairs of texts and images, and it has any knowledge of the
relation between language and vision.

However, their effectiveness in the food image domain has not
been examined comprehensively yet. This paper examines the
possibility of text-based food image manipulation with many ex-
periments. As an image manipulation method, we used VQGAN-
CLIP [5]. As a result, we confirmed the effectiveness of text-based
image manipulation using CLIP in the food domain.

2 RELATEDWORK
There are two main types of natural language image editing models.
One is a model which learns image-text pairs from scratch. The
other is a model which uses pre-trained visual language models.

ManiGAN [2], which learns image-text pairs, contains a new
text-image affine combination module and a detail correction mod-
ule. This GAN generates converted images to specified colors or
textures by text. A detail correction module could enhance the
performance of maintaining irrelevant parts while editing details.
TediGAN [6] is the model that used a pre-trained StyleGAN [7]. It
has a similarity module, which learns the similarity between im-
ages and texts by mapping them to the same latent space. Using a
StyleGAN trained on face images, TediGAN does not require GAN
training time for the generator. However, this GAN restricts the face
domain for the generated images. Models learning image-text pairs
from scratch require a large amount of training time and images
with text, limiting the edited type of images and manipulation.

The recent editing models often use the text encoder and im-
age encoder of pre-trained visual-language models. In particular,
CLIP [8] is themost commonmodel as a pre-trained visual-language
model. CLIP is trained on 400 million image-text pair data collected
from the Internet. While models trained from scratch have limited
training and narrow linguistic-visual features, CLIP has a sizeable
amount of training and comprehensive linguistic-visual features.
Therefore, it has been applied to various computer vision tasks,
such as image classification, detection, segmentation, VQA, and
image synthesis.

StyleCLIP [3] proposed three methods of editing the latent space
for manipulating images by combining StyleGAN, a typical GAN in
image generation, and CLIP. Several papers studied image editing
by manipulating the latent space of StyleGAN. However, those
were learned in semantic supervision or required human guidance.
In this paper, CLIP automates such guidance. Paint by Word [9]
is a part image editing model that combines StyleGAN and CLIP
using masks. There are few studies to change a part of the image
and keep the background. This model can edit the specific part
in the mask by editing the latent code 𝑤 of StyleGAN from the
real images. However, this study uses StyleGAN and BigGAN [10],
which are specialized GANs for bedrooms and birds or generic
GANs, and not specialized for meals. In our study, we used 𝑧 of
trained VQGAN [11] in the meal domain.

The conclusive purpose of our study is to create an image editing
model specialized for food by images and texts. Therefore, we used
VQGAN-CLIP [5] and trained them on a set of meal images and
texts. We also examined the mask function that manipulates only a
part of the image for convenient editing as they thought.

3 METHODOLOGY
3.1 Image Manipulation Model
Themodel we used for food image editing is VQGAN-CLIP. By using
VQGAN for the image generation part, it can control the image by
a grid. Moreover, It will learn the vocabulary of image components
using CNN [12] and their composition using Transformer [13]. Ad-
ditionally, this model can generate high-quality images. CLIP could
compute any linguistic-visual features and similarities between
images and texts with high accuracy. In conventional image editing
models, model architecture often fixed the text to the grammatical
form for training. However, CLIP, trained data from the Internet,
allows for various grammatical forms and can deal with ambiguous
texts. This study used CLIP because natural text editing requires
understanding this ambiguous text.

We examined VQGAN-CLIP, which trained VQGAN and CLIP on
meal images instead of general datasets such as ImageNet, whether
that is robust to meal features or not.

3.2 Architecture
The architecture of VQGAN-CLIP is shown in Figure 2.

First, the input image 𝑥 ∈ R3×𝐻×𝑊 is resized to get a resized
image 𝑥𝑅𝑒𝑠𝑖𝑧𝑒 ∈ R3×𝐻

′×𝑊 ′
. Then, the resized image 𝑥𝑅𝑒𝑠𝑖𝑧𝑒 is in-

put to the encoder of VQGAN to generate the initial latent vector
𝑧 ∈ R𝑛𝑧×ℎ×𝑤 . Note that 𝑛𝑧 is the number of dimensions of the VQ-
GAN’s codebook. Next, the latent vector 𝑧 is input to the decoder of
VQGAN, and the output image 𝑥 ∈ R3×𝐻 ′×𝑊 ′

and the input prompt
𝑡 are input to CLIP encoders. These give the image token 𝐼 and the
text token 𝑇 , and CLIP compute the loss. Then, the loss function
updates the latent vector 𝑧 by the gradient descent method. Finally,
the latent vector 𝑧 is clamped between the maximum and minimum
values in the VQGAN’s codebook, and the latent vector 𝑧 is updated.
Thus, the updated latent vector 𝑧 is input to the decoder of VQGAN
again, input to CLIP calculating the loss, and updated the latent
vector 𝑧 repeatedly.

Note that the latent vector 𝑧 of VQGAN is a vector 𝑛𝑧 assigned to
each square grid ℎ ×𝑤 . The model can restrict the editing range by
using this. The formula1 shows the gradient calculation of the latent
vector 𝑧 by using 𝑧𝑚𝑎𝑠𝑘 ∈ Rℎ×𝑤 . One in the mask 𝑧𝑚𝑎𝑠𝑘 means a
manipulatable grid, and zero means not a manipulatable image. In
computing the gradient of the latent vector 𝑧𝑔𝑟𝑎𝑑 ∈ R𝑛𝑧×ℎ×𝑤 , this
study computes their element-wise product so that the gradient of
the unchanged grid becomes zero. If we have a mask image that is
the same size as the input size, the mask image is scaled down and
transformed to fit the grid mask 𝑧𝑚𝑎𝑠𝑘 .

𝑧𝑔𝑟𝑎𝑑 ← 𝑧𝑔𝑟𝑎𝑑 ⊙ 𝑧𝑚𝑎𝑠𝑘 (1)

3.3 Loss Function
The manipulating model calculated the loss of equation 2. The
whole loss is the sum of CLIP loss L𝐶𝐿𝐼𝑃 and image loss L𝑖𝑚𝑔 . This
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Figure 2: The VQGAN-CLIP architecture for food image manipulation. We trained VQGAN and CLIP with food datasets for
specialization. VQGAN encoder makes a latent vector from an input image. From the latent vector, the VQGAN decoder makes
an initial edited image. After that, CLIP calculates the losses along with the prompt. That loss optimizes the latent vector. This
model repeated iterations to get the edited image. Optionally, we can use a mask when it optimizes.

study set the _𝐶𝐿𝐼𝑃 and _𝑖𝑚𝑔 to one, respectively.

L = _𝐶𝐿𝐼𝑃L𝐶𝐿𝐼𝑃 + _𝑖𝑚𝑔L𝑖𝑚𝑔 (2)

Following equation 3 and equation 4 shows CLIP loss and image
loss. CLIP loss and the image loss used the spherical distance loss
from VQGAN-CLIP implementation. The spherical distance loss
works as almost the cosine similarity between an image token and
a text token. This loss can also calculate between an initial and
generated image token. The image token 𝐼 , 𝐼𝑖𝑚𝑔 is the output of the
CLIP image encoder for the generated image 𝑥 and the resized image
𝑥𝑅𝑒𝑠𝑖𝑧𝑒 . The text token 𝑇 is the output of the CLIP text encoder for
input prompt 𝑡 .

L𝐶𝐿𝐼𝑃 = 2 arcsin2
(
𝐼 −𝑇
2

)
(3)

L𝑖𝑚𝑔 = 2 arcsin2
(
𝐼 − 𝐼𝑖𝑚𝑔

2

)
(4)

3.4 Food Image Datasets
Table 1 shows the statistic on the food image dataset we used in
the experiments. To specialize in meals, VQGAN was fine-tuned to
extract food features by three meal datasets with a different number
of meal categories and images. On the other hand, CLIP was fine-
tuned with Recipe1M [14], which includes pairwise text. This study
used only the training and evaluation datasets of Recipe1M for
training VQGAN and CLIP and the test dataset of Recipe1M for
measuring metrics.

3.5 Prompts for Training CLIP Model
In order to determine whether to use the pre-trained CLIP model,
we evaluated the no-pre-training model “title_NoPretrain” and
the pre-trained model “title”, which were trained with recipe title
prompts. Then, we examined the learning prompts for transfer
learning to use the pre-trained model. The Table 2 shows the list

Table 1: The list of food datasets. Regarding Recipe1M, we
used both training and validation sets for training VQGAN.

datasets name number of categories number of images
Magical Rice Bowl [15] 10 80,408

Foodx251 [16] 251 158,846
Food500 [17] 500 399,726

Recipe1M [14](Train,Valid) - 753,251

Table 2: The list of prompts for training CLIP.

abbreviation prompts for training pre-train
title_NoPretrain some_title ×

title some_title ◦
ingredients ingredients ◦

ingredients_title ingredients + ’ are ingredients in ’ + some_title + ’ .’ ◦
APhotoOfA ’A photo of a ’ + some_title + ’ .’ ◦

APhotoOfA_ATOF ’A photo of a ’ + some_title + ’ , a type of food .’ ◦

of learning prompts with the recipe title as “some_title” and the
recipe material information as “ingredients”.

These prompts are based on CoOp [18]; adding “a” before the
class token improves the classification accuracy by over 5%. Most
times, adding “a photo of a” before the text improves the classifica-
tion accuracy. Furthermore, adding context related to the task make
a significant improvement. For example, adding “a type of flower”
increased the classification accuracy of the flower image dataset.
For the training prompts of CLIP, we also added these prefixes and
suffixes to examine the difference in performance.

Recipe1M contains recipe information such as titles and ingredi-
ents. This study used the titles as the main prompt and the material
information as the additional prompt. The training prompt “ingredi-
ents” used only the ingredients information. The “ingredients_title”
which used a combination of the dish name and the ingredients
name used title as “ingredients” and ingredients as “some_title”.
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4 EXPERIMENTS
4.1 Overview
First, we compared the prompts for image editing. The compared
items by prompt are these.

(1) Differences by the calling way
(2) Differences between inside and outside of the learning do-

mains
(3) Differences by taste adjectives
(4) Differences by toppings
Then, we showed the differences when VQGAN trained on dif-

ferent datasets, followed by the differences because of the prompts
during CLIP training. Finally, we present a quantitative evaluation
of VQGAN using metrics.

4.2 Evaluation Metrics
Quantitative evaluation of GAN in this study used Inception score
(IS) [19], Freshet initiation distance (FID) [20], and Kernel-Inception
distance (KID) [21].

IS is the Kullback-Leibler divergence (KL-divergence) between
the conditional label distribution 𝑝 (𝑦 |𝑥𝑖 ) and the surrounding label
distribution 𝑝 (𝑦) for the generated data. This metric marks higher
the more significant the diversity of images and the more manage-
able the images are to identify. In general, higher IS is suitable for
image editing. The IS is derived by averaging the KL-divergence
used number of images𝑖 . It describes it as the equation 5.

IS = exp( 1
𝑁

∑︁
𝑖

KL(𝑝 (𝑦 |𝑥𝑖 ) | |𝑝 (𝑦))) (5)

FID is one of the famous metrics to measure the feature distance
between a real image and a generated image. This metric is also
used to evaluate the quality of GAN. Let 𝒎𝒘 and 𝑪𝒘 denote the
mean and covariance matrix of feature vectors of the real image,
and 𝒎 and 𝑪 denote the mean and covariance matrix of feature
vectors of the generated image, respectively, FID is defined by the
equation 6. Let Tr be the trace of the matrix. The lower the FID
value is, the higher the image quality is.

FID = ∥𝒎 −𝒎𝒘 ∥2 + Tr
(
𝑪 + 𝑪𝒘 − 2

√︁
𝑪𝑪𝒘

)
(6)

KID is the dissimilarity calculated using Maximum Mean Dis-
crepancy (MMD) with (𝑓𝑟𝑒𝑎𝑙 , 𝑓𝑓 𝑎𝑘𝑒 ) samples drawn independently
from different distributions. KID is defined as in equation 7.

KID = MMD(𝑓𝑟𝑒𝑎𝑙 , 𝑓𝑓 𝑎𝑘𝑒 )2 (7)

We calculated these metrics between 50,000 real images on the
test dataset from Recipe1M and 50,000 reconstructed images from
trained VQGAN. Those images were resized 256×256. We calculated
these metrics between 50,000 real images on the test dataset from
Recipe1M and 50,000 reconstructed images from trained VQGAN.
Those images were resized 256 × 256. We measured IS by using
torch-fidelity 1. We used the clean-fid 2 to measure the FID. KID is
also measured by using torch-fidelity.

In addition, evaluation indiced for CLIP usedmedian rank(medR),
Recall(R@1, R@5, R@10), and CLIPScore [22]. medR is the median
search rank. Recall is the percentage of the search results within
1https://github.com/toshas/torch-fidelity
2https://github.com/GaParmar/clean-fid

the first, fifth, and tenth ranks. CLIPScore evaluates the quality of
the generated caption candidates. The loss may be high using CLIP
as a loss function even though the caption is a match. Similarly, the
loss may be low even if the prompts are inappropriate. CLIPScore
is used to evaluate how much the text match. With𝑤 = 2.5, 𝑐 as the
caption token, and 𝑣 as the image token, it is calculated as follows.

CLIPScore = 𝑤 ∗𝑚𝑎𝑥 (𝑐𝑜𝑠 (𝑐, 𝑣), 0) (8)

We used random 10k Recipe1M test data for evaluating CLIP.
OpenCLIP 3 was used for CLIP training and calculating medR and
Recall. The authors’ implementation 4 used for measuring CLIP-
Score.

4.3 Implementation Details
We fine-tuned the following five VQGAN in this study.

(1) trained ImageNet-1024 model
(2) trained ImageNet-16384 model
(3) trained Magical Rice Bowl model for 59 epochs
(4) trained Foodx251 model for 62epochs
(5) trained Food500 model for 12 epochs
Each image was resized to a square of 256 × 256, and the out-

put resolution was set to the same size. The size of the codebook
was 256, divided into a grid of 16 × 16, and the latent vector was
𝑧 ∈ R256×16×16. CLIP was trained using openCLIP 3, an open source
version of CLIP. OpenCLIP was trained on the training and evalua-
tion datasets of Recipe1M with training prompts of Table 2. CLIP
trained in 32 epochs with ResNet50 [23] as the backbone. The op-
timization function in the training part was AdamW [24], which
set the batch size to 64, learning rate to 0.001, and weight decay
factor to 0.1. The optimization function in the image generation
part used Adam, which set the step size to 0.05. We iterated image
optimization 1000 times for image editing of one image.

5 EXPERIMENTAL RESULTS
We show the output result from Figure 3 to Figure 12. The required
time for image editing was about 4 to 6 minutes per image.

5.1 Prompt Differences
We compared the prompts for editing images using VQGAN-CLIP.
In this5.1 section, we used VQGAN trained on the Magical Rice
Bowl dataset and ViT-B/32’s pre-trained CLIP. We used VQGAN
trained on the Magical Rice Bowl dataset to clarify whether there is
a difference between the trained and untrained images in Figure 4.

Figure 3 compared how meals are called. Magical Rice Bowl
dataset has only ten categories of Japanese dishes. We compared
“adjective + English meal name”, “adjective + Japanese meal name”,
and “adjectives only”. In all the output images in Figure 3, the color
of each prompt is visible in various places. With adjectives only,
the color changed in a large range, and its change was also flat like
painted, instead of the color change by the ingredients in adjective
only. Comparing the “adjective + English name” and the “adjective +
Japanese meal name”, the “adjective + Japanese name” looked more
natural. The English meal name might be perceived as a cooking
3https://github.com/mlfoundations/open_clip
4https://github.com/jmhessel/clipscore
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https://github.com/jmhessel/clipscore
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Figure 3: Differences in a callingway.We compared “adjective
+ English meal name”, “adjective + Japanese meal name”,
and “adjectives only”. Adjectives (colors) used as prompts
are listed at the bottom and the meal name on the left. For
example, the leftmost column has the prompts “red fried
rice”, “red chahan”, and “red” from the top.

process rather than a food name if it is separated into two words,
such as “fried rice”.

Next, we showed the difference between included and excluded
meals in theMagical Rice Bowl dataset. Here, we chose gyudon (beef
bowl), kaisendon (seafood bowl), and yakisoba(stir-fried noodles)
as images included in the Magical Rice Bowl dataset, and steak,
pizza, and pasta as images not included. Figure 4 showed its results.
When we input the prompt gyudon, objects in gyudon ingredients
appeared. When the prompt was yakisoba, noodle-like objects were
seen in both input images. In addition, we saw the color and shape
of steak and the color of pizza, which did not include the ten meals
in the Magical Rice Bowl dataset. Thus, there are some changes in
all the output images. There is no significant difference between the
meals included in the Magical Rice Bowl dataset and those not. The
inclusion or exclusion in the training domain of VQGAN did not
significantly affect the image edits. Therefore, these image changes
were not caused by the training of VQGAN but depended on CLIP.

In addition, to observe the difference in the taste adjectives,
we added typical taste adjectives to the meal names. The selected
tastes are hot, sweet, salty, sour, bitter, and oily. Figure 5 showed
the outputs when input prompts of taste adjectives. No significant
change in appearance is observed in all images except for oily. From
these outputs, we inferred that the input related to taste might not
change much because of the weak visual meaning. To make these
edits, we should add words such as spicy ingredients with another
visual change.

Finally, we showed the output results using the prompts for
adding toppings in Figure 1. Here, we considered the model to
change the images by adding words of five ingredients: egg, bacon,
lettuce, seafood, and ham, after adding the word “with”. As shown
in Figure 1, outputs are visible five ingredients that do not exist
in the categories of the Magical Rice Bowl dataset. It happened by
linking with the large-scale pre-trained visual language model CLIP.
We also found that there are cases editing different parts, such as

Figure 4: Differences between inside and outside of the learn-
ing domains on VQGAN. The left side is the domain within
the learning, and the right side is the domain outside the
learning. The input prompts are listed below. VQGAN’s learn-
ing domain or not does not make a significant difference in
image editing.

Figure 5: Differences by taste adjectives. The prompts used
are listed below. Except for “oily”, the appearance did not
change significantly.

the dish of the upper right part in “rice with egg”. Therefore, we
examined a function to input masks.

The function of adding toppings is a feature of this image editing
model. Hence, the following comparison by the VQGAN and CLIP
models used the prompts about toppings.

5.2 Differences of Trained VQGAN
Figure 6 showed the differences among the models of trained VQ-
GAN with food datasets. We used the shown VQGAN in the figure
and the pre-trained ViT-B/32 CLIP.

There are differences in image editing in all outputs, but they
are edited as the prompts. There are no significant differences in
quality among all training models, only minor differences.

5.3 Differences of Trained CLIP
Figures 7 and 8 compared the training prompts when training
CLIP with Recipe1M. We used the CLIP learned from the prompts
shown in Table 2, except for ViT-B/32 pre-trained CLIP for the
original CLIP. This section outputs used the ImageNet1024 pre-
trained VQGAN.
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Figure 6: Differences in training datasets of VQGAN. The
prompts are listed below, and the dataset used for training
VQGAN is on the left. There are no significant differences in
quality among all training models.

Comparing “title_NoPretrain”, which was learned with the title
from scratch CLIP, and “title”, which was learned with title from the
pre-trained CLIP, there was no apparent difference. Therefore, we
used the pre-trained model for the other learning prompts. The out-
puts of “ingredients” and “ingredients_title” prompts that include
ingredients have similar artifacts. In addition, those CLIP models
could not manipulate images according to the prompts, and lower
quality of image editing was observed. We can assume that learning
CLIP with food ingredients does not improve the image quality.
This conjecture implies that the material does not directly play a sig-
nificant role in the image’s appearance. We also found that training
CLIP with meal images does not suppress GAN-specific artifacts in
whole result images. As for “APhotoOfA” and “APhotoOfA_ATOF”,
both models were less disturbed, but “APhotoOfA_ATOF” was less
corrupted overall outputs. “APhotoOfA_ATOF” was also more sta-
ble than “APhotoOfA”. In Figure 7, we can see bacon, lettuce, and
seafood on a different plate from the rice in the upper right of
the image in “APhotoOfA_ATOF”. Also, in Figure 8, we can see an
egg, bacon, and ham in “APhotoOfA_ATOF”. Finally, comparing the
original CLIP and the whole trained CLIP, the original CLIP showed
some changes along with the prompts, but the image quality was
rough.

5.4 Difference with and without Mask
In this section, we showed the results using the mask. Figure 9 to
12 showed the results. These images used VQGAN trained on the
Magical Rice Bowl dataset and pre-trained CLIP on ViT-B/32. In
addition, in Figure 9, we manually created the square mask to cover

Figure 7: Difference by CLIP learning prompt on rice. The
prompts are listed below, and the CLIP-learned prompts (see
Table 2) are on the left. There was no obvious difference
between “title_NoPretrain” and “title”. The quality of image
editing was lower for “ingredients” and “ingredients_title”,
higher for “APhotoOfA_ATOF” and “PhotoOfA”.

Table 3: Reconstructed metrics of 50,000 meal images in VQ-
GAN

50k IS↑ FID↓ KID↓(×10−3)
ImageNet1024 7.09 ± 0.10 6.73 3.92 ± 0.46
ImageNet16384 7.05 ± 0.06 4.53 2.39 ± 0.36

Magical Rice Bowl 5.97 ± 0.06 7.15 3.51 ± 0.48
foodx251 6.15 ± 0.06 4.59 1.85 ± 0.31
food500 6.62 ± 0.05 4.07 1.66 ± 0.29

the rice, while in other Figures 10 to 12, we used the mask from
UECFoodPixComplete [25].

In Figure 9, the toppings were placed on top of the rice, and
the surrounding background was unchanged with the mask. In
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Table 4: Quantitative evaluation of CLIP

image to text text to image CLIPscore↑
10k MedR↓ R@1↑ R@5↑ R@10↑ MedR↓ R@1↑ R@5↑ R@10↑

title_NoPretrain 21 0.105 0.278 0.381 22 0.109 0.278 0.384 1.2866
title 17 0.113 0.307 0.419 17 0.120 0.306 0.416 1.2270

ingredients 1022 0.008 0.030 0.050 827 0.006 0.024 0.041 0.4418
ingredients_title 1066 0.016 0.058 0.095 808 0.011 0.040 0.066 0.4176

APhotoOf 16 0.117 0.310 0.424 17 0.121 0.308 0.422 1.1517
APhotoOf_typeOfFood 17 0.107 0.299 0.415 17 0.108 0.302 0.412 1.2537

Figure 8: Difference by CLIP learning prompt on chahan. The
prompts are listed below, and the CLIP-learned prompts are
on the left. The result is almost the same as Figure7.

Figure 10, we used a circular mask got from the mask image from
UECFoodPixComplete. We can confirm that model added the top-
pings to the curry. In Figure 11, we used a large rectangular mask
got from UECFoodPixComplete. Toppings are even sometimes visi-
ble without the mask, but all the toppings are visible with the mask.

Figure 9: Differences of output by using themanually created
grid mask on rice images. The small images at the top are the
input image and the input mask. The prompts are shown at
the bottom. The upper images are the output result without
the mask, and the lower image is the output result with the
mask. The results show that the background is preserved.

Figure 10: Differences of output by using the mask on curry
images. The format is the same as in Figure9. Those results
used a circular mask got from the UECFoodPixComplete
mask image. The model was edited to add toppings to the
mask.

In Figure 12, we used a large uneven mask like a circle from UEC-
FoodPixComplete. The toppings are present even without masks,
but with masks, toppings are generated obviously. Moreover, the
model uses a mask not to change the spoon’s shape.
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Figure 11: Differences of output by using the mask on yak-
isoba images. The format is the same as in Figure9. Toppings
are even sometimes visible without the mask, but all the top-
pings are visible with the mask.

Figure 12: Differences of output by using themask on chahan
images. The format is the same as in Figure9. Those results
used a large uneven mask that got from UECFoodPixCom-
plete. The spoon shape is maintained by using a mask.

Using the mask, the model did not edit the image at the speci-
fied location, and the manipulated images were not corrupted. In
addition, this model edited the non-masked area appropriately, and
there was less image corruption near the mask’s boundaries. When
an edited range of the image is small, editing without a mask often
results in not being edited well because manipulation attention is
drawn to various locations. On the contrary, when the edited range
of the image is extensive, editing is often performed even without
a mask. However, as shown in Figure 12, a thing’s shape, like the
spoon, is maintained by a mask. Therefore, we can say that editing
quality is better with a mask in all cases. Although there is a need to
input a mask, the input of a mask image is a very effective method
when we want to specify the editing points or when we want to
make drastic editing.

5.5 Quantitative Evaluation of the Model
Table 3 showed the evaluation of VQGAN. VQGAN pre-trained
on food500 had the lowest FID and KID, while VQGAN trained on
the Magical Rice Bowl dataset had the highest FID. The FIDs of

ImageNet16384 and foodx251 were comparable to those pre-trained
on food500, but ImageNet16384 KID was a little far from food500.
The IS comparison showed that ImageNet1024 was the best, which
indicated the most recognizable and diverse, but food500 is not far
behind, and overall, food500 is the highest quality model.

The differences among the training datasets of VQGAN were
evaluated quantitatively and qualitatively in Table 3 and Figure 6.
The differences among the training datasets in Figure 6 showed
that the output images are not significantly different. Then, when
we look at Table 3, we find that the food500 model has the highest
accuracy. The quantitative evaluation showed a difference in the
numerical values, but there is no significant difference in quality in
image editing. It showed that qualitative evaluation by quantitative
evaluation is complex. In image editing, such as this study, no
standard evaluation index and benchmark has been formed, and
quantitative evaluation does not directly evaluate the superiority of
image editing. The establishment of a new quantitative evaluation
index is required in image editing.

Table 4 showed the quantitative evaluation of CLIP. “title”, “APho-
toOF”, and “APhotoOf_ATOF” are relatively dominant. “title_NoPretrain”
had the highest CLIPScore, but may not be mature about the sim-
ilarity between text and images. Figures 7 and 8 also showed the
differences among the training prompts for CLIP. When models get
a good quantitative evaluation, the output images also tend to be
good. Therefore, unlike GAN quantitative evaluation, CLIP evalu-
ation has the potential to provide qualitative evaluation through
quantitative evaluation.

6 CONCLUSIONS
In this study, we examined the effectiveness of VQGAN-CLIP in
editing images related to meals. In order to further specialize the
model to meal images, we trained VQGAN on a meal image dataset
and CLIP on a recipe dataset with various training prompts.

We compared the differences by editing prompt, training dataset
for VQGAN, and training prompts of CLIP, using a mask or not. We
found that the training dataset for VQGAN showed no significant
differences in the output images. However, the evaluation index is
better with the meal image dataset. “APhotoOfA_ATOF” has rela-
tively fewer image corruptions and better scores in the quantitative
evaluation among the CLIP training prompts. The function of mask
images is a very effective tool for image editing.

We will consider adding a model that automatically inputs masks.
We will also consider image generation models other than the
VQGAN model, such as PPDM[26].
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