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Fig. 1. The Kuzushiji font results generated by our application.

Abstract. Kuzushiji is an ancient type of font that was used in Japan
hundreds of years ago, and many valuable historical documents were writ-
ten in this font. These documents are crucial for understanding Japan’s
past. Kuzushiji differs from modern fonts due to its complex structure,
large deformations, and continuous strokes. However, existing font gener-
ation methods have mainly focused on modern fonts, and few studies have
targeted the generation of ancient fonts like Kuzushiji. Current methods
do not perform well in generating Kuzushiji characters. Therefore, to
solve this problem, we have proposed a web-based real-time application
for generating Kuzushiji fonts. This application allows users to freely
select Japanese characters and generate corresponding Kuzushiji char-
acter images. As shown in Fig.1, our application can convert modern
text into Kuzushiji text efficiently. This application is based on a con-
ditional diffusion model, incorporating a stroke-level style module and a
content-retaining module, which we have proposed.
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1 Introduction

Designing fonts is a time-consuming and labor-intensive task, requiring special-
ized knowledge, especially for fonts with complex structures such as Chinese and
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Japanese. In recent years, deep learning networks have made significant progress
in font generation. Many methods can now generate a target font image in the
style of a reference font by combining the content features of the target charac-
ters with the style features of the reference font image. With the development
of models like Transformer [17] and Diffusion [12], high-quality font generation
for a large number of fonts has also achieved promising results.

The Kuzushiji font, a Japanese script used before the Edo period, is cru-
cial for understanding Japan’s history. However, as time passes, more historical
documents are being destroyed, and fewer books are being digitized, making
the preservation and digitization of Kuzushiji an important area of study. The
existing Kuzushiji data faces several challenges. First, the dataset is highly im-
balanced. The text with the most images contains 41,293 instances, while the
majority of categories have very few images. 790 categories have only one image
each. Second, high-quality images of Kuzushiji characters are difficult to obtain.
Many of the images in the dataset are directly taken from ancient books, result-
ing in low-resolution images with significant noise. This highlights the need for a
fast and efficient Kuzushiji font generation application. While recent approaches
using diffusion models have achieved good results in generating a large number
of fonts, including those with complex structures like Chinese and Japanese,
these studies are primarily focused on modern fonts. Kuzushiji, as an ancient
script, differs from modern fonts in that it has unique characteristics, such as
continuous strokes and more significant deformations. Existing methods have
not performed well in generating Kuzushiji fonts, often failing to capture the
Kuzushiji style or producing unrecognizable structures. Given these challenges,
research specifically focused on Kuzushiji font generation is necessary. Further-
more, there is a need for an application capable of generating Kuzushiji text
quickly and efficiently.

This study focuses on the generation of Kuzushiji fonts in real-time. We
designed a Kuzushiji font generation network based on a conditional diffusion
model that solved the problem of generation of Kuzushiji font, and a simple and
efficient web-based editor to generate Kuzuhshiji font in real-time. Using our
application can help solve the problem of digitizing Kuzushiji.

2 Related Work

2.1 Font Generation

The development of font generation models has achieved promising results. In
recent years, several font generation methods have been introduced based on
GAN(Generative Adversarial Networks) [1]. LF-Font [9] decomposed characters
into components and proposed learning localized component-wise style represen-
tations. DM-Font [2] proposed a dual memory architecture to generate the font.
MX-Font [10] divided the fonts into several components, and the stylistic features
of each component were automatically extracted by several experts. CG-GAN [7]
separated content and style features in each component through component dis-
criminators and optimized the font generators. DG-Font [19] achieved unsuper-
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vised learning by introducing a deformation skip connection to learn transforma-
tion between different fonts. CF-Font [18] further extended DG-Font by using the
content fusion module to obtain a robust content feature. Furthermore, XMP-
Font [8] proposed a self-supervised cross-modality pre-training strategy and an
encoder with a cross-modality transformer, it requires only one reference glyph
and achieves the style transfer with high performance. FSFont [14] used cross-
attention of reference and content to generate the local structure of the font.
However, these methods struggle with issues such as incomplete font strokes and
distortion of the font, particularly in fonts with complex structures, such as Chi-
nese. As a result, they have not performed well in generating fonts with complex
designs and numerous strokes, such as the Kuzushiji font.

2.2 Differentiable renderers methods

In recent years, methods that optimize the parameters of Bessel curves using
differentiable renderers have been applied to font generation tasks. Building on
the development of the CLIP [11], which used 400 million image-text pairs to
learn the similarity between various images and texts, CLIPFont [13] achieved
zero-shot font generation. By associating font generation with style transfor-
mation through natural language, CLIPFont enabled the generation of specific
font styles from textual descriptions. Zero-shot-font [6] successfully implemented
prompt-based text style transformation by utilizing Distance Transform Loss [1],
the CLIP model, and the differentiable renderer. DS-Fusion [15] utilized style
prompts and text images as input. The style images are generated based on
the style words, and then the style features are fused into the font using the
latent diffusion process by Latent Diffusion Model (LDM) [12] and a discrimi-
nator. Word-As-Image [5] achieved the stylistic transformation of text based on
the meaning of input words using a pre-trained stable diffusion model. It main-
tained the readability of the text while providing a visual representation of the
corresponding words. Although these Bezier curve-based font generation meth-
ods have produced high-quality font images, they primarily focus on artistic font
generation and cannot convert and generate common fonts.

2.3 Diffusion model methods

Recently, several approaches have utilized style images as conditional inputs into
diffusion models to generate images consistent with the style of the condition. In
the task of font generation, many methods utilized conditional diffusion models
to achieve font transfer based on the reference font images, and great results
have been achieved. FontDiffuser [20] used multi-scale content features and a
style contrastive learning strategy to generate the fonts based on the reference
images. FontDiffuser performed well in generating complex characters like Chi-
nese characters with many strokes and can handle larger style variations than
previous methods. Generate Like Experts [3] used the diffusion model and di-
vided font generation into a multi-stage process. This method incorporated the
source and target fonts in the intermediate stages of the noise addition and
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denoising process of the diffusion model. This method aligned the distribution
during the font transfer process and achieved high-quality font generation with
just a few reference samples. Furthermore, VecFusion [16] combined the diffusion
model and vector module in the font generation task. The vector module was
used as the super-resolution component. Like the aforementioned methods, our
application is based on a diffusion model and uses reference images to gener-
ate fonts. However, previous methods have focused on modern fonts, they do
not perform well in generating ancient fonts like Kuzushiji. Our application is
specifically designed for generating ancient Kuzushiji fonts.

3 Proposed System

3.1 System Overview

We developed a web-based application for real-time Kuzushiji font generation.
The input of our application is a content image and a Kuzushiji reference im-
age, and the output is the Kuzushiji text that maintains text consistency with
the content image. The user interface of the system is shown in Fig. 2. When
selecting content text, users can choose the content character from the example
list displayed at the bottom of the interface or enter text in the input field. The
input of content images could also accept the uploaded modern text images from
the user. The input of the reference image can also be chosen from the Kuzushiji
images we provide in the example list. When the input is prepared, press the
“Run Kuzushiji Generation” button to generate the Kuzushiji text image based
on the content text and reference image selected by the user. The generated
result will then be displayed in the result column. Our application takes only 2
to 3 seconds to generate the corresponding Kuzushiji text.

3.2 Network of Application

To achieve the application for the generation of Kuzushiji font, we proposed a
Kuzushiji font generation model to solve the problem of existing methods not
being able to generate Kuzushiji fonts efficiently. Our network is based on the
FontDiffuser, which is a font generation method using the conditional diffusion
model. FontDiffuser has achieved outstanding results in generating over 100 fonts
and has achieved state-of-the-art performance, particularly for complex fonts and
styles that involve significant variations compared to earlier methods. However,
when generating Kuzushiji fonts with unique structures and continuous strokes
that are different from modern fonts, FontDiffuser does not perform well because
the network does not have enough details features on the stroke level.

The overview of our proposed model is shown in Fig. 3. Specifically, the model
is divided into three sub-networks, which are the style model, the content model,
and the conditional diffusion model. The diffusion model is used to generate
the font images, and the style and content models are used as conditions to
control the style features and content features during the generation process.
Specifically, based on the network of FontDiffuser, we applied a new multiple
heads stroke encoder and the MLP module in the style model to enable our model
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Fig. 2. The interactive interface of our application.
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Fig. 3. The network overview of our application.
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to achieve Kuzushiji-style transfer at the stroke level. We also added a patch
content discriminator in the content model to ensure the stability and readability
of the font structure. The results of our proposed method and FontDiffuser are
shown in Fig. 4. Compared to our results, the results of FontDiffuser can only
generate modern text even used Kuzushiji as the reference image. Our method
successfully generated the Kuzushiji font from the modern text and achieved
state-of-the-art results in Kuzushiji font generation.

4 Experiments

We previously trained our network using the Kuzushiji dataset, and when the
application is running, we utilize the trained model to generate results. Details
of the training network are given below. Because the Kuzushiji data is taken
from ancient books, many of the data images have background colors, and to
focus on text generation, we used black-and-white text images from the dataset
as our training data. Specifically, we collected about 4,300 Kuzushiji font images
from “Oragaharu” to train our network. When training the network, the batch
size of our model was set to 20 and the total step was 62000. The learning rate
was le—4 and we utilized an RTX4090 for training. We use AdamW optimizer
with 81 = 0.9 and B2 = 0.999. The image size is set as 96 x 96. We use the
DPM-Solver++ sampler with 50 inference steps. Our inference time takes about
2 to 3 seconds.
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Fig. 4. The results of our application and baseline FontDiffuser.
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5 Conclusion

In this study, we proposed a web-based application for Kuzushiji font genera-
tion. This application allows users to transform the modern text into correspond-
ing Kuzushiji text in real-time, helping to address the digitization challenges of
Kuzushiji font characters. From the experimental results, we found that while
our application successfully generated Kuzushiji fonts for most texts, overly com-
plex fonts sometimes resulted in stroke entanglement, reducing readability. In the
future, we plan to add a new content-retaining module to solve this problem.
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