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ABSTRACT
Recently, image generation by Deep Convolutional Neural
Network has been studied widely by many researchers. In
this paper, we describe CNN-based image generation on food
images. Especially, we focus on image generation using con-
ditional Generative Adversarial Network (cGAN) with a large-
scale dataset. In the experiments, we trained cGAN with a
“ramen” image dataset and a recipe image dataset. For “ra-
men”GAN, we added a dish plate discriminator to make the
shape of dishes rounder in generated images. For “recipe”GAN,
we generated dish images from cooking ingredients, and tried
image-based recipe search with generated images for the
recipe database.
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1 INTRODUCTION
In recent years, food images are strongly connected with our
life. Many food images are posted to blogs or SNS on the
Web, while we can search cooking recipe with various kinds
of food images. The food images are very important to find
target recipes on the Web. In addition, the quality of food
images is also critical for increasing view count of recipe.
On the other hand, recently Generative Adversarial Network
(GAN) [1] which is a method to generate an image with
Convolutional Neural Network is drawing a lot of attention.

In this paper, we describe experiments on generating food
images with conditional GAN [2] with two kinds of the datasets.
The first dataset is a “ramen noodle” image dataset which
consists of six kinds of fine-grained ramen categories of im-
ages. For the first dataset, we propose a novel approach to
use a discriminator of dish plate to make dishes more natu-
ral in generate images. For the second dataset, we propose
to generate food images from food ingredients.

2 RELATED WORK

2.1 Generative Adversarial Network
Generative Adversarial Network (GAN) [1] is a generative
model of deep neural network using two types of networks: a
generator and a discriminator. While a generator generates
an image, a discriminator classifies if generated images are
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real or fake. GAN trains two networks alternately, and the
networks encourage each other.

The following equation shows the function to be mini-
mized for training of a generator G and to be maximized for
training of a discriminator D:

min
G

max
D

V (D,G) = Ex ∼ pdata(x)

[
logD(x)

]
+Ex ∼ pz(z)

[
log(1−D(G(z)))

]
. (1)

where x and z represent an input image and a random vector
sampled from Gaussian, respectively. D and G are typically
defined by deep convolutional neural networks.

2.2 Extension of GAN
There exist many works of extension of GAN. For exam-
ple, LAPGAN [3] generates a high resolution image from a
low resolution image by iterating of image generation. DC-
GAN [4] extended LAPGAN [3] and generated high resolu-
tion images with one iteration.

There are also several researches for stabilization of train-
ing of GAN. f-GAN [5] attempted to stabilize the training
GAN by change of objective function. They replace JS di-
vergence to f-divergence and achieved better performance.
LSGAN [6] stabilized the training of GAN by using Eu-
clidean loss instead of Sigmoid function. Wasserstein GAN
(WGAN) [7] used Wasserstein distance, and generated a
higher quality image. WGAN-GP [8] improved WGAN by
taking a gradient penalty and stabilized the training of GAN.
Progressive GAN [9] generated 1024× 1024 images by start-
ing from generation of low resolution image and enlarged
resolution by stacking convolution layers gradually.

As we mentioned, there are various extensions of GAN.
In this paper, we use Conditional GAN (cGAN) for condi-
tioned food image generation, and use WGAN-GP for the
experiments with the second dataset.

3 METHOD
First, we collect training images from the Twitter and Cook-
Pad dataset, and remove noise from the collected images by
the existing food image classifier. Second, we label the col-
lected images with food category labels based on textual
information associated with the images, and we train Con-
ditional GAN [2] with the images and labels. Finally, we
generate images by the trained network.

The procedure of our work is as follows:.

(1) Collect labeled images.
(2) Train a Conditional Generative Adversarial Network

(cGAN).
(3) Train a cGAN with a dish plate discriminator and a

WGAN-GP.
(4) Generate images with the trained models.
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Figure 1: Overview of proposed method.

4 DETAIL OF METHOD

4.1 Collection of food image
In this section, we collect food image for training. In gen-
eral,a GAN needs a large amount of training data for robust
training. Therefore, we use Web existing large-scale food im-
age datasets as data source.

4.1.1 Ramen image dataset. We have been collecting food
images from the Twitter Stream for more than eight years.
From the Twitter food image database we created, we ex-
tract “ramen noodle” images. removed noise images by recog-
nition using existing food classifier trained with UEC-FOOD100 [10].

In this work, we adopt conditioned image generation with
cGAN. To train cGAN, conditional labels are needed. We
extract high-frequent keywords from the Twitter messages
associated with the Twitter ramen images, and pick up the
six names of representative fine-grained categories of ramen
noodles which include “Plane ramen”, “Jiro ramen”, “Iekei
ramen”, “Spicy ramen”, “Taiwan ramen”, and “Onomichi
ramen” as shown in Table 1. Some images are shown in Fig.2.

Table 1: The six fine-grained category of ramen noo-
dles and the number of their images.

Category Num

Plane ramen 790
Jiro ramen 5,901
Iekei ramen 2,836
Spicy ramen 3,578
Taiwan ramen 1,567

Onomichi ramen 1,228

TOTAL 15,900

4.1.2 CookPad dataset. As the second dataset, we use the
CookPad dataset which is available only for academic re-
search purpose 1. CoodPad is a commercial service for cook-
ing recipe search. This open dataset has more than one mil-
lion recipe data with food images, and textual recipe infor-
mation including names of recipes, ingredients, and proce-
dures of cooking.

In the experiment, we use the CookPad dataset as training
data for image generation with ingredient information. The
dataset has 500,000 kind of recipes, and we use 127,690 kind
of recipes which contain ingredient information except for

1https://cookpad.com/

Figure 2: Images of the fine-grained ramen cate-
gories.

seasoning. To use ingredients as conditions, we selected the
following ten different representative ingredients as shown in
Table 2.

Table 2: The six fine-grained category of ramen noo-
dles and the number of their images.

Category Num Category Num
Onion 29,610 bacon 7,978
Carrot 22,450 red pepper 5986
Tomato 18,229 tofu 9,540

green pepper 8,143 chicken 7,759
mushroom 7,568 pork 10,427

TOTAL 127,690

4.2 Conditional GAN
We cannot control images generated by standard GAN using
class labels, since the standard GAN generate images from
only noise seed vectors. To control food categories of gen-
erated images by using Conditional GAN [2]. Conditional
GAN learns conditional probability by adding a conditional
input which represents a category or some kinds of an at-
tribute of images. This method provides conditional infor-
mation with both a generator G and a discriminator D. The
loss function of conditional GAN is represented as the fol-
lowing equation:

min
G

max
D

V (D,G) = Ex ∼ pdata(x)

[
logD(x|c)

]
+Ex ∼ pz(z)

[
log(1−D(G(z|c)))

]
. (2)

where x, y and z represent an input image, a conditional
vector which is commonly represented in a one-hot vector,
and a random vector sampled from Gaussian, respectively.

At the time of training, as conditional information, we use
fine-grained category labels for the first dataset, and ingre-
dient labels for the second dataset.

4.3 Improvement of Conditional GAN
We introduce some extension of GAN to make generated
images more clear.

The outline of dish plates of generated image should be
round-shaped. However, they sometimes become distorted.
To resolve this, we introduce an additional discriminator
which classifies if a dish plate is round or nor. By intro-
ducing this additional discriminator to cGAN, the ratio of
images with distorted dish plates is expected to reduce.
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In addition, we introduce Wasserstein GAN with Gradient
Penalty (WGAN-GP) [8] which was known as having ability
to generate more clear images than usual GAN.

4.3.1 Discriminator of dish plate outline. We prepared an
additional discriminator which is trained with oval figure
images to avoid generating food images with distorted dish
plates. In particular, we assume that the shape of dish plate
is oval such like Fig.3, and we train a single class classifier
with complete oval images as positive samples and the other
figure images as negative samples. We use this classifier as
an additional discriminator to make the shape of generate
dish plates rounder. Fig.4 shows the illustration of network
using an additional discriminator of dish plate outline.

Figure 3: Discriminator of dish plates.

Figure 4: The network of Conditional GAN with the
dish plate discriminator.

4.3.2 Use of Wasserstein GAN. We employed Wasserstein
GAN (WGAN) [7] to obtain higher quality images. WGAN
is an extension of GAN which minimizes Wasserstein dis-
tance between training sample distribution and generated
sample distribution. The Wasserstein distance is used in
transport theory as distance calculation method. On train-
ing WGAN, we round the weight of discriminator between
[−c, c]. This operation is called as Weight Clipping. How-
ever, WGAN has several problems such like vanishing of gra-
dients and slow training speed. These problems sometimes
lead failure of training. WGAN-GP [8] has been proposed
to resolve these problems. WGAN-GP employs a gradient
penalty λE[(|∇D(αx− (1−αG(z)))|−1)2] for the loss. This
penalty stabilizes training of GAN, and the loss of WGAN-
GP is represented by the following equation:

LWGAN−GP
D = E[D(x|y)]− E[D(G(z|y))]

+ λE[(|∇D(αx− (1− αG(z|y)))| − 1)2](3)

LWGAN−GP
G = E[D(G(z|y))] (4)

5 EXPERIMENTS
In the experiments, we used two kinds of datasets: A ra-
men image dataset collected from Twitter, and a recipe im-
age dataset imported from the CookPad recipe database.
We call two models trained with them “RamenGAN” and
“RecipeGAN”, respectively.

5.1 RamenGAN
With the first dataset containing “ramen noodle” images
with the labels of the fine-grained categories, we trained Con-
ditional GAN (cGAN) model with/without an additional
discriminator of dish plates. We used a one-hot vector of a
ramen category as a conditional vector for training of cGAN
model. Therefore, the conditional vector is six dimension.

We show the results in Fig.5 without the dish constraint,
while we show the generated images using discriminator of
plate outline in Fig.6. The obtained images with dish loss
have round dishes which are similar to ones the training
samples have. On the other hand, the generated images with-
out dish loss have relatively distorted dishes. This indicates
that the generator without dish loss did not learn concept of
“plate” correctly. This is partly because the size and location
of ramen bowls are sometimes varies. On the other hand, the
generated images using discriminator of plate have clearer
outline than the previous ones. The additional discriminator
is effective for learning the concept of “plate”.

Figure 5: Generated ramen images using a condi-
tional GAN model without dish loss. From the top
row to the bottom row, “Jiro ramen” images, “Tai-
wan ramen” images and “Spicy ramen” images are
shown, respectively.

Figure 6: Generated ramen images using a condi-
tional GAN model with a discriminator of plate.
From the top row, “Jiro ramen” images, “Taiwan ra-
men” images and “Spicy ramen” images are shown.

5.2 RecipeGAN
Differ from the specific ramen image generation, image gen-
eration using recipe data is difficult due to the diversity of
the dataset. The difficulty of training of standard GAN with
diverse images is that generated images tends to get similar
to each other which is called as mode collapse. We show the
example in Fig.7. On the other hand, WGAN-GP is more ro-
bust to mode collapse and can improve the quality of image
generation as shown in Fig.8.
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We evaluate the results of food image generation by recipe
image retrieval using the generated images. We show image-
based recipe search results which are retrieved by the gener-
ated images. While the result of Conditional GAN is shown
in Fig.9, the result of Conditional WGAN-GP is shown in
Fig.10. This results indicates that the searched result of
WGAN-GP is more reflected to the input recipe than the
result of a simple cGAN.

Figure 7: Recipe images generated with cGAN.
From the top row, green pepper dishes, tomato
dishes, and chicken dishes.

Figure 8: Recipe images generated with conditional
WGAN-GP. From the top row, green pepper dishes,
tomato dishes, and chicken dishes.

Figure 9: The results of image search using the gen-
erated images by Conditional GAN.

6 CONCLUSIONS
In this paper, we described food image generation using con-
ditional GAN. Especially, we attempted image generation for
specific category such like ramen dataset and image genera-
tion for recipe images trained with ingredient dataset which

Figure 10: The results of image search using the gen-
erated images by Conditional WGAN-GP.

have large diversity. In addition, we showed that dish dis-
criminator and WGAN-GP are effective for food image do-
main.

As future works, we consider improvement of further qual-
ity of image generation with datasets which has large diver-
sity. To do that, we need to clean up dataset by dividing
current category into more detailed category. To change the
method of GAN to progressive GAN will be also effective for
generating of larger-size images. Though we evaluate pro-
posed method by subjective view in this paper, we need to
evaluate the method by objective experiment such like in-
ception score.
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