
Introduction
• Multi-modal Large Language Models (MLLMs), which 

integrate visual encoders with Large Language Models 

(LLMs), have enabled advanced interactive video 

understanding.

• However, existing MLLMs overlook detailed actions within 

video segments.

For improving action recognition, we introduce action 

features into the existing MLLM.

Objective

Method

Experiments

1. Evaluations on Video-based Generative 

Performance Benchmarking [4]

Outperformed Video-ChatGPT across all metrics.

Outperformed Video-ChatGPT when training from scratch.

※ (scratch) is trained without initialization of the inter-model adapter by other models.

※ The evaluation items are Correctness of Information (CI), Detail Orientation (DO), 

Contextual Understanding (CU), Temporal Understanding (TU) and Consistency (C)

2. Evaluations on AutoEval-Video [5]

3. Qualitative Evaluations

Improved recognition of actions and related objects while 

retaining the ability to recognize unique objects.
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Conclusions
We proposed Act-ChatGPT that is MLLM for video 

understanding using action feature per video segments.

• Introduced action recognition model as an additional visual 

encoder.

• Outperformed Video-ChatGPT in Video-based Generative 

Performance Benchmarking.

• Improved recognition of actions and related objects.

The Proposed method is build by integrating action 

functions based on Video-ChatGPT [4].

手法 CI(↑) D(↑) CU(↑) T(↑) CO(↑)

Video-ChatGPT 2.50 2.31 2.87 2.10 2.20

Act-ChatGPT (w/o data aug.) 2.53 2.33 2.92 2.13 2.17

Act-ChatGPT 2.62 2.37 3.00 2.20 2.28

The Inter-Model Adapter is structured from three modules: 

the Image Feature Conversion Module, the Action Feature 

Conversion Module, and the Features Fusion Module.

Model Architecture

Training

手法 Accuracy(↑)

Video-ChatGPT 0.101

Act-ChatGPT 0.064

Video-ChatGPT (scratch) 0.045

Act-ChatGPT (scratch) 0.049
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The training process is conducted in two stages.

• First stage：Training each feature conversion module 

independently

• Second stage：Training the entire Inter-Model Adapter

Incorporated data augmentation techniques

• Rephrased existing instruction response texts by LLM

Training Cost

Training Environments: NVIDIA A5000 48G x 4

• First stage: 15 hours per feature conversion module

• Second stage: 18 hours
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