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● Generative AI is undergoing a rapid evolution.

● Image generation AI is permeating society with the trend of 
Chat-GPT.

Background



● Society is becoming more health conscious.

● Improving eating habits can help prevent obesity and 
lifestyle-related diseases. 

● More and more people are using apps to keep track of their 
diet.

Background



4

•Nutritional labeling is uniform and visual quantities are 
unknown. 

•Image generation based on size and quantity is difficult.

Pasta for one person generated by SD1-4 model
Nutritional Information Label

Problem

cited from https://www.kateiveyfitness.com/blog/how-to-read-nutrition-
labels/
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• Edit food images based on calorie amount.

687kcal
1031kcal

344kcal

No studies have been conducted on changing amounts of food

Purpose
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 Two main methods exist for calorie measurement with food 
images.

① Method using the reference object

② Direct estimation using deep learning

Related Work
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 A reference paper is placed in front of the food[1] to 
recognize three-dimensional space.

[1] Ji-hwan Kim, Dong-seok Lee, Soon-kak Kwon, "Food Classification and Meal Intake Amount Estimation through 
Deep Learning", Applied Sciences, vol.13, no.9, pp.5742, 2023. 

① Method using the reference objectRelated Work



 Using the latest deep learning model, Swin Transformer V2, 
and by defining a unique output function[2] to improve 
accuracy.

Related Work ② Direct estimation method

[2] Katsutoshi Maeda. “Estimation of Calorie Amount from Food Images Using Vision Transformer” (in Japanese), 2023.

Fried rice



[3] Takumi Ege and Keiji Yanai. Image-based food calorie estimation using knowledge on food categories, ingredients and 
cooking directions. In Proc.of ACM International Conference on Multimedia, pp. 367–375, 2017.9

The accuracy was improved by simultaneously learning[3] 
• calorie content, 
• category classification, 
• ingredient estimation, 
• cooking procedure.

Using direct regression techniques.

Related Work ② Direct estimation method
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Overview of the proposed method

①

②

③

④
⑤

Proposed Method
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[4] https://github.com/IDEA-Research/Grounded-Segment-Anything 
[5] Liu, Shilong, et al. "Grounding dino: Marrying dino with grounded pre-training for open-set object detection." arXiv:
2303.05499 (2023). 
[6] Kirillov, Alexander, et al. "Segment anything." arXiv:2304.02643 (2023).

Grounded-SAM[4]

Proposed Method

• Segment the plate and food areas.
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Mask Adjustment

• The detection area of Grounded-SAM is too small to cover 
the entire food area. 

• Therefore, “fine expansion of the food area and merging of 
the food area” is conducted.

Proposed Method

10 % centering extension
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 Calorie Estimation

• Caloric content and category estimation model was 
retrained.

• Increased number of images to improve its accuracy.

Proposed Method

Fried rice
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SoftEdge(HED[7])

• Extracts the editable food portion
• Edits the SoftEdge image using the cubic root of the calorie.

Proposed Method

HED

[7] Xie, Saining, and Zhuowen Tu. "Holistically-nested edge detection." CVPR. 2015. 
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Appearance Preserving
 
(1): LoRA study[8].
Learning the appearance of a single image with DragDiffusion[9] 
settings  

[8] Hu, J. Edward et al. “LoRA: Low-Rank Adaptation of Large Language Models.” arXiv:2106.09685 (2021)
[9] Shi, Yujun, et al. "DragDiffusion: Harnessing Diffusion Models for Interactive Point-based Image Editing." arXiv:
2306.14435 (2023).

Proposed Method
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Appearance Preserving 

(2): Reference-only[10].
Preserves intermediate features and combines them during inference.

[10] https://github.com/Mikubill/sd-webui-controlnet/discussions/1236 

Proposed Method
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Generation

Output edited image as Inpainting model using StableDiffusion 

Proposed Method
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Calorie Estimation

• The model was re-trained with approximately 7.6 times more images than 
the original model

• evaluated with 7,407 food images with caloric content collected from the 
Internet.

Experiments
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Results of edited images

Calorie quantity, category, and 
region are properly estimated and 

food region is changed

Experiments
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Comparison with photographed image

 No inconsistency with the photographed real image.

Experiments
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Experiments

Comparison with photographed image



Experiments Change size (with seed value of 0)

 Except for the calorie ratio of 0.3, the values change according 
to the SoftEdge image.  



Experiments

Improvement is seen when Seed values are changed.

Seed change (for a calorie ratio of 0.3)
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Quantitative evaluation

Calorie ratio of food regions for 100 generated images

Experiments
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Image editing based on calorie content
• Calorie Content Estimator Training 
• Results of Image Editing 
• Quantity changes and quantitative evaluation

Remaining challenges
•  Increase the types and the accuracy of meals that can be 

recognized by the caloric content estimator
•  Address cases of failure to segment regions well.

Conclusion


