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1. INTRODUCTION

Recently, the number of geotagged images are increasing explo-
sively on the Web due to the spread of on-line Web albums with
maps such as Panoramio and Flickr, and GPS-equipped cellular
phones and cameras such as iPhone and Android smart phones.
In fact, Flickr announced they had more than one hundred million
geotagged photos in 2009, and more than one hundred thousand
geotagged photos are being uploaded per day.

To search such huge geotagged image databases, effective rank-
ing methods for geotagged images are needed. As ranking meth-
ods for normal images, “VisualRank”’[3] has been well known. Al-
though VisualRank can estimate representativeness of images based
on visual similarity between images, it cannot take account of geo-
location information attached to geotagged images. Then, in this
paper, we propose a new method to rank geotagged images “Geo-
VisualRank”, which is an extension of VisualRank for consider-
ing geo-locations. The proposed method generates ranking of geo-
tagged images considering both visual similarity and proximity of
locations where photos are taken. This method can be consid-
ered as selecting representative geotagged images regarding the
given reference places. For example, if we have a large number of
“cake” photos geotagged over the world, we can get to know typ-
ical “cakes” regarding various regions or countries over the world
by applying the proposed method. The proposed method can an-
swer the questions such as “what do cakes in France look like ?”
and “what do cakes in China look like ?”.

To do the same as this with the existing methods, we have to
employ two-step processing; the first step is selection of geotagged
images around the reference locations, and the second step is selec-
tion of representative images from selected images in the first step.
To select representative images, they carry out image clustering and
selection of representative images from large clusters (e.g. [1]).

On the other hand, in the proposed method, we extend “Visual-
Rank”[3] for geotagged image ranking naturally. VisualRank is a
image ranking method based on “PageRank” which is based on
Markov chain. In PageRank, the transition matrix is computed
based on links between Web pages, while the transition matrix of
the Markov chain in VisualRank is computed based on visual sim-
ilarity between images. The rank of Web pages or images are esti-
mated according to the probability of the steady state distribution of
the Markov chain. In the proposed “GeoVisualRank”, a transition
matrix is constructed based on visual features in the similar way
as VisualRank, and a bias vector is generated based on the degree
of the proximity of images to the given reference points, while a
bias vector is set as a uniform vector in VisualRank. This bias vec-
tor setting makes GeoVisualRank take into account the proximity
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to the given reference locations by giving larger bias values to the
images taken at the places close to the reference locations.

2. METHOD

Before describing the proposed method, firstly, we explain about
VisualRank briefly, and then we describe GeoVisualRank.

2.1 VisualRank

VisualRank is an image ranking method based on PageRank.
PageRank calculates ranking of Web pages using hyper-link struc-
ture of the Web. The rank values are estimated as the steady state
distribution of the random-walk Markov-chain probabilistic model.

VisualRank uses a similarity matrix of images instead of hyper-
link structure. Eq.(1) represents an equation to compute Visual-
Rank.

r=aSr+(1-a)p, (0<a<l) (1)

S is the column-normalized similarity matrix of images, p is a
damping vector, and 7 is the ranking vector each element of which
represents a ranking value of each image. « plays a role to control
the extent of effect of p. The final value of r is estimated by up-
dating 7 iteratively with Eq.(1). Because S is column-normalized
and the sum of elements of p is 1, the sum of ranking vector r does
not change. Although p is set as a uniform vector in VisualRank as
well as normal PageRank, it is known that p can plays a bias vector
which affects the final value of r [2].

2.2 GeoVisualRank

We propose using a geo-location-based bias vector in calculation
of VisualRank instead of a uniform damping vector. We call this as
“GeoVisualRank”. GeoVisualRank computes ranking of geotag-
ging images considering both visual similarity and geo-based bias.
‘We compute a geo-location bias vector based on distances between
images and given reference locations.

Since GeoVisualRank uses the iterative computation shown in
Eq.(1) in the same as VisualRank, we describe how to construct a
visual similarity matrix S and a geo-location bias vector p in the
rest of this section.

Jing et al. used the number of identical SIFT local descriptors
between two images as visual similarity in VisualRank [3]. This
approach is effective for concepts have specific figure such as com-
mercial products. In this study, we use color histogram and Bag-of-
Features representation of SIFT features as visual features in order
to apply the proposed method to various kinds of concepts includ-
ing nouns and adjectives. These kinds of visual features are widely
used in the object recognition research, since they have high ability
to express various visual concepts.

We calculate histogram intersections as visual similarity between
image features. As shown in Eq.(2), we generate a similarity matrix
S by combining a color histogram similarity matrix Scoior With
Bag-of-Features similarity matrix Spor with a weighting constant
(. In the experiment, we set (3 as 0.5.

Scombine = 6 Scolor + (1 - ﬁ) SBoF7 (0 S 5 § 1) (2)

In GeoVisualRank, reference locations need to be given to calcu-
late a geo-location bias vector. GeoVisualRank gives higher PageR-
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Figure 1: ‘House’ without location bias.
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Flgure 2: ‘House’ in Sydney (a =0. 95)
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Figure 3: ‘House’ in Sydney (o« = 0.875)).

ank values to geotagged images the geotag location of which are
closer to the given reference locations. To do that, we give larger
bias values to the image close to the given reference locations,
while we give less bias values to the images far from the reference
locations.

At first, we calculate a spherical distance between a reference
location Ref; and a geotag location of image ¢ as shown in Eq.(5).
Next, we obtain a unnormalized geo-location bias vector as shown
in Eq.(3) and a L1-normalized bias vector as shown in Eq.(4).

p; = 1-—minD; /7 3)
J
pi = pi/llpillh “)
D;; = cos ' (sin(lat;) sin(latrer; ) +

cos(lat;) cos(latrer, ) cos(long; — longg,, ) (5

A geo-location bias vector can be constructed in other ways. For
example, we can use a negative bias which is defined by p; =
min; D; ;/7 instead of Eq.(3). Using this, we can obtain images
far from the reference points in the higher rank. Instead of physi-
cal distance, we can use political or cultural distance based country
borders or regional borders to compute a geo-location bias vectors
as well.

3. EXPERIMENTS

We gathered 2000 geotagged photos per concept for 350 con-
cepts including 250 noun words and 100 adjective words from Flickr
by providing concept words for Flickr WebAPI. The noun con-
cepts include objects, scenes, animals, plants, landmarks and place
names. After collecting geotagged images, we calculate GeoVisu-
alRank for each concept by providing ten representative cities over
the world including New York, San Francisco, Sydney, Paris, Cairo,
Tokyo, Rio de Janeiro, Delhi, Beijing, and Cape Town. Although
we show the results using just one city as a reference location due to
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Figure 10: ‘Tradltlonal’ in Rio de Janeiro.

space limitation, we can use multiple cities as reference locations.
All the results can be seen at http://mm.cs.uec.ac.jp/geovisualrank/.

Here we show some part of results. Fig.1 shows the top 10 im-
ages and a map for “house” using a uniform weight, which is the
same result obtained by VisualRank. The map shows the distri-
bution of the top 100 images in terms of GeoVisualRank values.
Most of the selected image represents Western-style houses. Fig.2
and Fig.3 shows the results with Sydney as a reference point in case
of setting 0.95 and 0.85 to «, respectively. The map in case that « is
0.85 shows that the top 100 images are distributed closer to Sydney
than the map in case that o is 0.95. This shows that we can adjust
the balance between visual similarity and geo-location proximity
by changing the value of «.

Fig.4, Fig.5 and Fig.6 correspond to the top 10 images in terms of
GeoVisualRank for “pyramid” on Cairo, Paris, and Rio de Janeiro
with o = 0.85. The result on Cairo includes many world-famous
Giza pyramids, while the result on Paris contains the pyramid-
structured building of the Louvre Museum. The result on Rio de
Janeiro includes several Mexican pyramids in not Brazil but Mex-
ico, since no typical “pyramid” exists in Brazil. These results in-
dicate that GeoVisualRank can discover representative “pyramid”
images regarding given reference locations. On the other hand,
Fig.7 is the example of a negative geo-location bias, which shows
“pyramid” far from Cairo. This result includes some pyramid-style
buildings found in US East Coast and Australia.

Fig.8, Fig.9 and Fig.10 show the results for an adjective concept,
“traditional”, on Tokyo, Sydney, and Rio de Janeiro. All the results
include people wearing traditional clothes.

4. CONCLUSION

In this paper, we proposed a new method to rank geotagged im-
ages, GeoVisualRank, which considers both visual similarity and
geo-location proximity. The experimental results confirmed that
GeoVisualRank has ability to combine both visual similarity and
location proximity, which is a natural extension of VisualRank for
geotagged images.
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